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Quantile-regression-based clustering for panel data
KX (EBXEF)

In many applications it is important to identify subgroups of units with heterogeneous
parameters. We propose a new quantile-regression-based method for panel data to identify
subgroups and estimate group-specific parameters. In practice the signal differentiating
subgroups may vary across quantiles though the group membership may be common. It
remains unclear which quantile is preferable or should one combine information across
quantiles to perform clustering. To answer this question, we consider a stability measure to
choose among single quantiles and the composite quantile. We establish the asymptotic
properties of the proposed estimators, and assess their performance through simulation and
the analysis of an economic growth data.

Adaptive moment method for partially piecewise regression

M (LWERAE)

Piecewise regression is widely used in some areas such as econometrics. A foundational
assumption on such a model is that partial information on the segments is known beforehand.
Without the assumption, the difficulty of regression is not merely analytical, but also
computational. In this paper, we introduce adaptive moment methods to identify a partially
piecewise linear regression, without need of the information on the segments. The new idea is
motivated by our findings that the moment conditions of the model contain the information of
homogenous parameter and the subgroup-averages of the heterogenous parameters. Thus we
directly use the moment conditions to construct the estimator of the homogenous parameter,
and identify the subgroup-averages of the heterogenous parameters. The resulting estimator
for homogeneous parameter has a simple expression, which is similar in form to the common
least squares estimator, and is adaptive to various sizes of subgroups of heterogenous
parameters. Based on the subgroup moment estimators, the subgroups of heterogenous
parameters can be identified through mean change-point detections or dimension-reduced
informational approaches. The methods are much easier than the existing methods. Our
approaches are further illustrated via simulation studies and are applied to non-performing
loan model.

Estimation and Identification of a Varying Coefficient Additive Model for Locally Stationary
Processes

JUHEL (EBMEXE)

The additive model and the varying-coefficient model are both powerful regression tools,
with wide practical applications. However, our empirical study on a financial data has shown
that both of these models have drawbacks when applied to locally stationary time series. For
the analysis of functional data, Zhang and Wang have proposed a flexible regression method,
called the varying-coefficient additive model(VCAM), and presented a two-step spline
estimation method. Motivated by their approach, we adopt the VCAM to characterize the
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time-varying regression function in a locally stationary context. We propose a three-step
spline estimation method and show its consistency and asymptotic normality. For the purpose
of model diagnosis, we suggest an L2-distance test statistic to check multiplicative
assumption, and raise a two-stage penalty procedure to identify the additive terms and the
varying-coefficient terms provided that the VCAM is applicable. We also present the
asymptotic distribution of the proposed test statistics, and demonstrate the consistency of the
two-stage model identification procedure. Simulation studies investigating the finite sample
performance of the estimation and model diagnosis methods confirm the validity of our
asymptotic theory. A financial data is also considered.

RS RIREA R B A 2 N R
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Signal Classification for the Integrative Analysis of Multiple Sequences of Multiple Tests
MEE (HERIPEXZF)

The integrative analysis of multiple datasets is becoming increasingly important in many
fields of research. When the same features are studied in several independent experiments, a
common integrative approach is to jointly analyze the multiple sequences of multiple tests
that result. It is frequently necessary to classify each feature into one of several categories,
depending on the null and non-null configuration of its corresponding test statistics. This
paper studies this signal classification problem, motivated by a range of applications in
large-scale genomics. Two new types of misclassification rates are introduced, and both
oracle and data-driven procedures are developed to control each of these types while also
achieving the largest expected number of correct classifications. The proposed data-driven
procedures are proved to be asymptotically valid and optimal under mild conditions, and are
shown in numerical experiments to be nearly as powerful as oracle procedures, with
substantial gains in power over their competitors in many settings. In an application to
psychiatric genetics, the proposed procedures are used to discover genetic variants that may
affect both bipolar disorder and schizophrenia, as well as variants that may help distinguish
between these conditions.

A Smooth Nonparametric Approach to Determining Cut-Points of A Continuous Scale

BB (AR

The problem of determining cut-points of a continuous scale according to an establish
categorical scale is often encountered in practice for the purposes such as making diagnosis or
treatment recommendation, determining study eligibility, or facilitating interpretations. A
general analytic framework was recently proposed for assessing optimal cut-points defined
based on some pre-specified criteria. However, the implementation of the existing
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nonparametric estimators under this framework and the associated inferences can be
computationally intensive when more than a few cut-points need to be determined. To address
this important issue, a smoothing-based modification of the current method is proposed and is
found to substantially improve the computational speed as well as the asymptotic
convergence rate. Moreover, a plug-in type variance estimation procedure is developed, and
this can further facilitate the computation. Extensive simulation studies con_rm the theoretical
results and demonstrate the computational bene _ts of the proposed method. The practical
utility of the new approach is illustrated by an application to a mental health study.

Second-order estimating equations for clustered current status data from family studies using
response-dependent sampling

WEE (EBYEXE)

Studies about the genetic basis for disease are routinely conducted through family studies
under response-dependent sampling in which affected individuals are sampled, along with
relatives providing current status information on disease onset times. We develop conditional
second-order estimating equations for studying the nature and extent of within-family
dependence which recognizes the biased sampling scheme employed in family studies and the
current status data provided by the relatives. Simulation studies are carried out to evaluate the
finite sample performance of different estimating functions and to quantify the empirical
relative efficiency of the various methods. Sensitivity to model misspecification is also
explored. An application to a motivating psoriatic arthritis family study is given for
illustration.

Kernel Learning for Regression Discontinuity Designs

EXE (HERITEXE)

Regression discontinuity designs (RDDs) for causal inference becomes more and more
popular in observational studies, and the local linear estimator has become the standard in the
RDDs literature. However, it should not always dominate other local polynomial estimators in
empirical studies, whose performance depends on the data generating processes. In this paper,
we propose a differenced method for estimation and statistical inference, which have four
contributions. Firstly, we show that the estimation of treatment effect is a boundary problem,
which is different from the regression function estimation at interior points. Secondly, we
compute the accurate variance and bias for local polynomial estimators under equidistant
designs, which provide a benchmark for empirical studies. Thirdly, these estimators are
learned by kernel functions, which explain the Runge phenomenon. Lastly, we propose an
empirical criterion to choose the polynomial order and the bandwidth.

Generalized accelerated recurrence time model for multivariate recurrent event data with
missing event type

5818 (BHRIFERE)

Recurrent events data are frequently encountered in biomedical follow-up studies. The
generalized accelerated recurrence time (GART) model (Sun et al., 2016), which formulates
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covariate effects on the time scale of the mean function of recurrent events (i.e., time to
expected frequency), has arisen as a useful secondary analysis tool to provide meaningful
physical interpretations. In this article, we investigate the GART model in a multivariate
recurrent events setting, where subjects may experience multiple types of recurrent events and
some event types may be missing. We propose methods for the GART model that utilize the
inverse probability weighting technique or the estimating equation projection strategy to
handle event types that are missing at random. The new methods do not require imposing any
parametric model for the missing mechanism, and thus are robust; moreover, they enjoy easy
and stable implementation. We establish the uniform consistency and weak convergence of
the resulting estimators and develop appropriate inferential procedures. Extensive simulation
studies and an application to a dataset from Cystic Fibrosis Foundation Patient Registry
(CFFPR) illustrate the validity and practical utility of the proposed methods.

Forecasting security's volatility using low-frequency historical data, high-frequency historical
data and option-implied volatility

RER (LEIMERAE)

Low-frequency historical data, high-frequency historical data and option data are three major
sources, which can be used to forecast the underlying security's volatility. In this paper, we
propose a unified GARCH-Ito-1V model, which is the first explicit model integrating three
information sources in the literature. Instead of using options' price data directly in the model,
we extract the option-implied volatility from the option data and construct its dynamics. We
provide the quasi-maximum likelihood estimators for the parameters and establish their
asymptotic properties. In empirical analysis, we show that the proposed GARCH-Ito-1V
model has better out-of-sample volatility forecasting performance than the popular models,
such as GARCH+IV, Realized GARCH(IV), Realized GARCH(RV), HAR-RV and
GARCH-It-Ito.

VIMCO: Variational Inference for Multiple Correlated Outcomes in Large Scale Data
SEXR (MRYEKRE)

For large-scale inference, where multiple correlated outcomes have been measured on
samples, a joint analysis strategy, whereby the outcomes are analyzed jointly, can improve
statistical power over a single-outcome analysis strategy. There are two questions of interest
to be addressed when conducting variable selection with multiple traits. The first question
examines whether a feature is significantly associated with any of the outcomes being tested.
The second question focuses on identifying the specific variable(s) that is associated with the
outcome. Since existing methods primarily focus on the first question, this paper seeks to
provide a complementary method that addresses the second question.

In this talk, I will discuss about a novel method, Variational Inference for Multiple Correlated
Outcomes (VIMCO), that focuses on identifying the specific response that is associated with
the variable, when performing a joint analysis of multiple outcomes, while accounting for
correlation among the multiple outcomes. We performed extensive numerical studies and also
applied VIMCO to analyze two GWAS datasets. The numerical studies and real data analysis
demonstrate that VIMCO improves statistical power over single-trait analysis strategies when
the multiple traits are correlated and has comparable performance when the traits are not
correlated.
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Indefinite stochastic linear-quadratic optimal control problems with random jumps and related
stochastic Riccati equations

B (LLIRMERE)

This work studied a stochastic linear-quadratic (LQ) optimal control problem with Poisson
processes under the indefinite case. Based on the well-posedness of LQ problem, the main idea is
expressed by the definition of relax compensator that extends the stochastic Hamiltonian system
and stochastic Riccati equation with Poisson processes (SREP) from positive definite case to the
indefinite case. We mainly study the existence and uniqueness of the solution for the stochastic
Hamiltonian system and obtain the optimal control with open- loop form. Then, we further
investigate the existence and uniqueness of the solution for SREP in some special case and obtain
the optimal control in close-loop form.

Identifying latent group structures in varying-coefficient panel data models using community
detection

AN (WFEKE)

In this paper, we introduce a novel varying-coefficient panel-data model with locally
stationary regressors and unknown group structures, wherein the number of groups and the
group membership are left unspecified. We develop a triple-localization approach to estimate
the unknown subject-specific coefficient functions and then identify the latent group structure
via community detection. To improve the efficiency of the first-stage estimator, we further
propose a two-stage estimation method that enables the estimator to achieve optimal rates of
convergence. In the theoretical part of the paper, we derive the asymptotic theory of the
resultant estimators. In particular, we provide the classification consistency and the
asymptotic distribution of the first-stage and second-stage estimators. In the empirical part,
we present several simulated examples and two analyses of real data to illustrate the
finite-sample performance of the proposed methods.

Asymptotic Independence for Two-Dimensional Sticky Brownian Motion
i (LWEREMEXSE)

Abstract: In this talk, we consider the two-dimensional sticky Brownian motion, which could
be used as a diffusion approximation of two-dimensional queueing systems with a special
service for customers arriving to an idle server. Our focus is on its asymptotic independence
property, which can be proved in terms of extreme value theory. We show that this property is
crucial for characterizing the joint exact tail asymptotic for the joint stationary distribution of
the motion.

Rank Estimation for Mean Residual Life Transformation Models

PRECE (fBImeXE)
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This paper proposes a general class of mean residual life regression model, which is called
mean residual life transformation model as us. The link function is assumed to be unknown
and increasing in its second argument, but it is permitted to be not differentiable. Mean
residual life transformation model encompasses the proportional mean residual life model,
additive mean residual life model and so on. Basing on maximum rank correlation estimation,
we present the estimation procedures, whose asymptotic and finite sample properties are
established. The consistent variance can be estimated by a resampling method via perturbing
the $US-statistics objective function repeatedly which avoids usual sandwich choice.

ETERDH Hill (I HEEEHERI 4530 EI AR XIB U
feEEte (HRIMERE)
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ARSI Z EIRERITING , SOIFEERRIE SR AT AR AU SRR 455
IRBFRSFERIU SRR EE, iR TIZEERE N IR R E RAUBETRIREEIN.

Continuous threshold quantile regression with multiple change points
B (iErmiieXE)

Continuous threshold quantile regression model with multiple change points can provide a
useful tool for the relationship between the response variable and a covariate of interest to
change across some threshold values in the domain. However, the estimation and statistical
inference of regression coefficients and change-points are challenging, due to the
non-differentiability of the loss function with respect to change points. This paper aims to
propose a computationally efficient method to estimate the change points and regression
coefficients simultaneously via a bent-cable smoothing technique for the fixed number of
change points. The asymptotic properties of the proposed estimator are established. Another
contribution of this paper is to propose an easy technique with low computational complexity
to determine the number of change points for continuous threshold quantile regression model.
Substantial Monte Carlo simulation results demonstrate that the proposed procedure works
well in finite sample. Two applications of maximal running speed data and global temperature
data are used to illustrate the proposed method.
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